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Announcements

I For Wednesday
I Read Jurafsky and Martin Chapter 6
I Final Project Idea due

I If you are looking for a group, please let me know

I Optional reading
I de Groote (2006). Towards a Montagovian Account of

Dynamics
I Asher and Pogodalla (2010). SDRT and Continuation

Semantics
I Barker and Shan (2014). Continuations and Natural Language,

Chapter 18.3
I van Eijck and Unger Chapter 12

I For 11/16
I HW4 due



More Functors, Applicatives, Monads, and Continuations
Resources

I Code
I EAI applicative.hs
I CPSS monad.hs
I CPSS monad2.hs

I Handout: Continuations (“Every dwarf loved some princess”)

I Functors, Applicatives, And Monads In Pictures

https://adit.io/posts/2013-04-17-functors,_applicatives,_and_monads_in_pictures.html


Today’s Plan

I Final Project Ideas: Branching Future, and Non-English Parser

I Dynamic Semantics



Branching Future

I Temporal logic is the logic of time
I Special case of modal logic
I Time indices are represented as possible worlds/states

I Two major kinds of temporal logics
I “Linear-time logics think of time as a set of paths, where a

path is a sequence of time instances.”
I e.g., Linear-time Temporal Logic (LTL), etc.

I “Branching-time logics represent time as a tree, rooted at the
present moment and branching out into the future.”

I e.g., Computation Tree Logic (CTL), etc.

I The logic of HW3 is a linear-time logic with past and future
temporal operators



Branching Future

I Implement isSatisfied, isSatisfiable, and isValid for
a branching-time logic
I Branching structure: you should find some way to represent

the accessibility relation
I You should also implement temporal operators and path

quantifiers for your chosen logic
I Temporal operators: F , G , X , U, etc.
I Path quantifiers: A (for all paths), E (there exists a path), etc.
I Also propositional logical operators ¬, ∧, ∨, →, ↔, and

nested temporal operators



Branching Future

I Branching-time logics
I CTL
I CTL* (drops the CTL constraint that every temporal operator

has to be associated with a unique path quantifier)
I ATL (Alternating-time Temporal Logic–extends CTL to

multiple players)



Non-English Parser

I Implement a parser for a natural language other than English
I Look at P.hs



Non-English Parser

I Some things you should do
I Modify the tree structure generation

I e.g., word order (SVO, SOV, VSO, V2, etc.), etc.

I Build the lexicon
I Think about case, auxiliaries, etc.



Non-English Parser

I This sounds like computational syntax...

I Try to find some semantic phenomenon in your language not
present in English (or at least, not in the fragment of English
we have been working with)



Computational Semantics
Day 5: From strings to truth conditions and beyond

Jan van Eijck1 & Christina Unger2

1CWI, Amsterdam, and UiL-OTS, Utrecht, The Netherlands
2CITEC, Bielefeld University, Germany

ESSLLI 2011, Ljubljana
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Anaphora and the dynamic turn

Sentence spanning anaphora

Example:

• There is a unicorn in the garden. It is eating the flowers.

The logical representation we want to build:

• ∃x .(unicorn x) ∧ (inTheGarden x) ∧ ((eat flowers) x)

The logical representations we can build:

• ∃x .(unicorn x) ∧ (inTheGarden x)

• ((eat flowers) x)

So, quantifiers should dynamically extend their scope from one sentence to
another.
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Anaphora and the dynamic turn

Donkey sentences

Example:

• Every [farmer [who owns a donkey]] feeds it.

The logical representation we want to build:

• ∀x∀y .(farmer x) ∧ (donkey y) ∧ ((own y) x)→ ((feed y) x)

But:

• We would translate existential NPs (like a donkey) using ∃, not ∀.

• The donkey quantifier occurs inside the relative clause but needs to
take scope over the matrix clause.
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Anaphora and the dynamic turn

The dynamic turn

• Static semantics:
Focus is on sentences. They express truth-conditions.

• Dynamic semantics:
Focus is on discourses. Sentences are instructions for updating a
discourse representation. Each new sentence of a discourse is
interpreted in the context provided by the sentences preceding it.
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The dynamic turn

I In other words
I Static semantics:

Meaning is about truth conditions
I Dynamic semantics:

Meaning is about context change potential



Discourse Representation Theory

I Developed independently by Hans Kamp (1981) and Irene
Heim (1982–as file change semantics)

I “A DRT-style representation for a piece of text consists of a
context, plus a list of constraints on that context.”



Discourse Representation Theory

I “In the characteristic box notation of DRT this looks like:”

I “In DRT, the context consists of a list of reference markers or
discourse referents.

I The constraints are assertions about these markers.

I Together they represent the information that a text provides,
plus information about the anaphoric possibilities of the text.”



Discourse Representation Theory

I (5.1) A man entered.

I (5.2) ∃x .(Man(x) ∧ Enter(x))



Discourse Representation Theory

I “As the information conveyed by a piece of text grows, the
corresponding representation structures get ‘updated’. This
happens roughly as follows:”



Discourse Representation Theory

I (5.3) A woman entered.

I (5.4) He smiled at her.



Discourse Representation Theory

I How to formalize this?
I In particular, how to formalize this in a compositional way?

I Henk Zeevat (1989): A Compositional Approach to Discourse
Representation Theory. (cf. Chapter 12.1)

I Jeroen Groenendijk and Martin Stokhof (1991): Dynamic
predicate logic.



Anaphora and the dynamic turn

Beyond DRT and DPL

• Jan van Eijck (2001): Incremental dynamics. (cf. Chapter 12)
• Sentence meanings are transitions from an input context to an output

context.
• Contexts are lists of entities.
• Existential NPs introduce new entities and add them to the context,

while pronouns pick entities from the context.

• Philippe de Groote (2006): Towards a Montegovian acount of
dynamics.
http://research.nii.ac.jp/salt16/proceedings/degroote.new.pdf

• Goal: provide Montague semantics with an appropriate notion of
context

• A sentence is interpreted w.r.t. both its left context (made of the
sentences preceding it) and its right context (made of the sentences
following it).

• These two kinds of contexts are abstracted over the meaning of the
sentences.

Jan van Eijck & Christina Unger Computational Semantics ESSLLI 2011 46 / 54



Anaphora and the dynamic turn

Beyond DRT and DPL

• Jan van Eijck (2001): Incremental dynamics. (cf. Chapter 12)
• Sentence meanings are transitions from an input context to an output

context.
• Contexts are lists of entities.
• Existential NPs introduce new entities and add them to the context,

while pronouns pick entities from the context.

• Philippe de Groote (2006): Towards a Montegovian acount of
dynamics.
http://research.nii.ac.jp/salt16/proceedings/degroote.new.pdf

• Goal: provide Montague semantics with an appropriate notion of
context

• A sentence is interpreted w.r.t. both its left context (made of the
sentences preceding it) and its right context (made of the sentences
following it).

• These two kinds of contexts are abstracted over the meaning of the
sentences.

Jan van Eijck & Christina Unger Computational Semantics ESSLLI 2011 46 / 54



Anaphora and the dynamic turn

Typing left and right contexts

Types

τ ::= e | t | γ | τ → τ

• Left context: γ (e.g. a set of entities)

• Right context: γ → t

• [[S]] :: γ → (γ → t)→ t
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Anaphora and the dynamic turn

Connection to DRT

Consider a DRS:
x1, . . . , xn

C1
...

Cm

It corresponds to the following λ-expression:

λcLλcR .∃x1 . . . xn.C1 ∧ . . . ∧ Cm ∧ (cR (cL ∪ {x1, . . . , xn}))
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Anaphora and the dynamic turn

Updating and accessing the context

• empty context nil :: γ

• a function push :: e → γ → γ for adding an entity to a context

• a selection function sel :: γ → e that selects an entity from a context

Names and existential NPs introduce entities into the context, that
pronouns can pick up later.

Example:

• [[John admires Mary]]
= λcLλcR .((admire m) j) ∧ (cR (push m (push j cL)))

• [[He smiles at her]]
= λcLλcR .((smile (sel cL)) (sel cL)) ∧ (cR cL)
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Anaphora and the dynamic turn

Composition of sentence interpretations

[[S1 .S2]] = λcLλcR .(([[S1]] cL) λc ′L.(([[S2]] c ′L) cR))

Example:

• [[John admires Mary . He smiles at her]]
= λcLλcR .(([[John admires Mary]] cL) λc ′

L.(([[He smiles at her]] c ′
L) cR))

= λcLλcR .((admire m) j) ∧ ((smile m) j) ∧ (cR (push m (push j cL)))
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Anaphora and the dynamic turn

Lexical expressions

old type new type

sentence t γ → (γ → t)→ t (= t∗)
noun e → t e → t∗

noun phrase (e → t)→ t (e → t∗)→ t∗

• Nouns:: e → t∗

[[unicorn]] = λxλcLλcR .(unicorn x) ∧ (cR cL)

• Noun phrases:: (e → t∗)→ t∗

[[John]] = λPλcLλcR .(((P j) cL) λc ′
L.(cR (push j c ′

L)))
[[he]] = λPλcLλcR .(((P (sel cL)) cL) cR)

• Transitive verbs:: ((e → t∗)→ t∗)→ ((e → t∗)→ t∗)→ t∗

[[admires]] = λPλQ.(Q λx .(P λyλcLλcR .((admire x) y) ∧ (cR cL)))
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Anaphora and the dynamic turn

Donkey sentences

• Every farmer who owns a donkey feeds it.

• λclλcR .∀x .((farmer x)→ ∀y .((donkey y) ∧ ((own y) x))→
((beat (sel (push x (push y cL)))) x)) ∧ (cR cL)

The entities introduced by every farmer and a donkey are not available
outside this sentence because they are pushed onto the local context (the
continuation of the sentence) and not onto the global context (the
continuation of the discourse).
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